Drowsiness Detection in the Advanced Driver-Assistance System using YOLO V5 Detection Model
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ABSTRACT — The development of Artificial Intelligence (AI) in the automobile industry, particularly in the Advanced Driver-Assistance System (ADAS), has been increasing rapidly in recent years. One of the essential features of ADAS is the drowsiness alert system, which monitors the state of the driver's eyes. This article presents a study on the development of ADAS that focuses on drowsiness detection using deep learning through a Convolutional Neural Network (CNN) approach. The study utilized the YOLO V5 model for object detection, which was trained using custom datasets containing images annotated with two labels: "Mengantuk" (Drowsy) and "Bangun" (Awake) The goal was to recognize whether the driver was drowsy or awake. The results of the study showed that the modified YOLO V5 CNN Model had high accuracy based on evaluation metrics in terms of accuracy, precision, and recall in detecting drowsiness around the area of the eyes, with a Mean Average Precision (mAP) of 99.5% and an F1-Score of 99.8%. For better understanding and visualization, the model was tested using real-time detection through a web camera, using Jetson Nano as the inference device. The model detected drowsiness in real time, with a confidence rate of 80% to 97%
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I. INTRODUCTION

One of the leading causes of accidents on highways is drivers feeling drowsy and falling asleep at the wheel. This phenomenon of feeling sleepy for a few seconds while driving is known as microsleep. It is particularly common among car drivers and poses a serious risk to road safety [1]. Microsleep is a phenomenon where a person falls asleep for a very short period, usually ranging from 3 to 10 seconds [1], [2]. Drivers are sometimes unaware of this happening, which can result in a significant decrease in their response time to road conditions. This can potentially lead to collisions between vehicles.

Advanced Driver Assistance Systems (ADAS) installed in a car can help to lower the risk of accidents. ADAS is usually equipped with features that can monitor the driver's condition, including the level of drowsiness, and provide a warning to stop driving immediately if the driver is observed to be drowsy [3], [4].

There are various ways to monitor a driver's level of drowsiness, and one of them is by utilizing artificial intelligence. The data collection process can be done using sensors that detect brain and body wave activity such as electrocardiogram (ECG) [5], [6] or electroencephalography (EEG) [7]. The recorded data is processed, and relevant features are extracted and fed into machine learning-based classification algorithms such as Multilayer Perceptron (MLP), K-Nearest Neighbor (KNN), and Bayesian Network (BN) [6]. This data becomes the training data for the algorithm to classify and detect the level of sleepiness in the driver. However, this method has some drawbacks - one of which is that the driver must have electrodes attached to their body to measure body and brain wave activity. This can negatively impact the driving comfort.

Another effective way to detect driver drowsiness is by using cameras and artificial intelligence-based image processing techniques to monitor the condition of the driver's eyes. Deep learning can be applied to a sequence of images to determine if the driver is feeling sleepy. To pre-process the image sequence, we can use the Recurrent Convolutional Neural Network algorithm based on the EfficientNetB0 model [8]. Fuzzy logic can then be applied to the image processing results to determine the driver's level of sleepiness [8]. Alternatively, a Convolutional Neural Network (CNN) can be used with the InceptionV3, VGG16, ResNet50V2 model architectures to detect sleepiness in real-time via the camera. The performance of the three models can be compared to determine the most effective method [9]. The research proposes a method to detect drowsiness using a camera that captures the driver's eyes in real-time. This is achieved by employing a Convolutional Neural Network that identifies the state of driver's eyes. The model architecture utilized in the study is You Only Look Once (YOLO), specifically the YOLO V5 model, which processes annotated images belonging to two classes, "Mengantuk" (Drowsy) and "Bangun" (Awake) for classification. Based on this classification, the system can determine whether the driver is alert or drowsy. The warning system is activated when the driver keeps their eyes closed for a predetermined length of time.

II. THEORY

A. YOLO V5

YOLO V5 is an object detection algorithm that belongs to a series of previous iterations of the YOLO (You Only Look Once) model. This model uses a Convolutional Neural Network (CNN) based algorithm. The architecture of the YOLO V5 model is an advancement over the previous version. However, unlike the previous version which used Darknet, YOLO V5 uses PyTorch [10].
Three main parts are included in all YOLO models for object detection: backbone, neck and classification head [11]. However, YOLO V5 differs from previous models in that it uses a cross section partial network (CSP), called CSPDarknet53, on the previous YOLO Darknet. This network is used as an image feature extractor in the YOLO V5 network [11]. The Neck section of YOLO V5 employs a Path Aggregation Network (PANet) model to connect the Backbone and Head, which enhances the flow of information. It gathers and refines low-level features from the image obtained by the Backbone, thereby strengthening the spatial and semantic information and enabling accurate object localization [11]–[13]. The Head section consists of three branches that generate object class probability maps, prediction bounding boxes, and confidence scores for the objects detected in the image [11]–[13]. To complete object detection, Non-Maximum Suppression (NMS) is used to filter overlapping bounding boxes with low confidence scores below the threshold [12], [14]. Architecture used for object detection model YOLO V5 is shown in Figure 1. Meanwhile, Figure 2 illustrates the object detection process in YOLO V5.

![Figure 1. YOLO V5 network architecture [11].](image1.png)

![Figure 2. Object detection process in YOLO V5 [14].](image2.png)

III. METHODS

A. DATASET

Prior to implementing training procedures for YOLO V5 to enable object recognition based on customized data and labels, a preparatory process for the dataset is required. This research utilized a dataset comprising 200 images of the state of driver's eyes, each annotated with object class labels around the region of interest (ROI), specifically the eye area.

The object class label comprises two categories: "Bangun" and "Mengantuk". The image annotation process was automated using Roboflow. Subsequently, the 200 annotated images were segmented into training, validation, and test datasets. The division of the dataset employs a 70:20:10 ratio, with 70% of the data allocated to the training dataset, 20% to the validation dataset, and 10% to the test dataset. Figure 3 depicts the flow of the image dataset preparation process.

![Figure 3. Flow of image dataset preparation process.](image3.png)
B. TRANSFER LEARNING

To detect the state of driver's eyes from a prepared dataset, the pre-trained YOLO V5 model used in this research requires re-training. This is done using the transfer learning method, where a new dataset replaces the classification head of the pre-trained model. The model is then fine-tuned based on the new target provided [15]. This process is faster and more efficient than training a new model from scratch and requires less data [16]. The YOLO V5 transfer learning process uses the Pytorch library for Python and is conducted through Google Collab. The process utilizes an Nvidia T4 GPU on the Google Collab cloud server, eliminating the need for a physical GPU to carry out the retraining process. To better understand the transfer learning process in YOLO V5, refer to Figure 4.

C. EVALUATION METRICS

Evaluation metrics, such as confusion matrix and mean average precision (mAP), are used to convey the performance of the trained model. A confusion matrix is a tool used in machine learning to evaluate the accuracy of a classification model. It provides a summary of the model's performance by comparing the predicted outcomes with the actual outcomes. The matrix displays the number of correct and incorrect predictions made by the model, broken down by class[17]. Each row of the matrix represents the
instances in an actual class, while each column represents the instances in a predicted class, as shown in Figure 5. This enables the model to be quickly identified as having a misclassification of classes and errors [17].

The confusion matrix consists of four classifications: True Negative (TN), True Positive (TP), False Negative (FN), and False Positive (FP). These classifications are derived from the comparison of actual and predicted values. TP (True Positive) represents the number of correctly classified positive samples; TN (True Negative) represents the number of correctly classified negative samples; FP (False Positive) is the number of negative samples that are wrongly classified as positive; FN (False Negative) is the number of positive samples that are wrongly classified as negative [17], [18].

The four parameters can be used to measure the model performance through Precision, Recall, and F1-Score values. Precision is a measure that indicates the proportion of true positives to the total number of projected positive data. It is an indicator of how accurately a classifier can identify positive instances [18], [19]. The precision formula is calculated by dividing the number of true positives (TP) by the total number of projected positive data. The variable FP plays a role in determining the precision value by acting as the divisor in the denominator [19], [20]. Equation (1) expressed mathematical formula of Precision [18]–[20].

\[
\text{Precision} = \frac{TP}{TP + FP} \quad (1)
\]

On the other hand, Recall is a measure of how well a test or model identifies true positives. It is calculated by dividing the number of true positives by the total number of true positive and false negative cases [19], [20]. In other words, recall tells the proportion of actual positive cases that were correctly identified as positive. The mathematical formula of Recall expressed in (2) [18]–[20].

\[
\text{Recall} = \frac{TP}{TP + FN} \quad (2)
\]

Recall and Precision have an inverse relationship. This means that when one goes up, the other goes down. For instance, if a model has a high Recall value, its Precision value will be lower and vice versa [19]. To find a balance between Recall and Precision, the F1-Score is used as metric that measures the harmonic mean of the two [18]–[20]. The F1-Score is commonly used to evaluate a classification model's overall performance. To calculate the F1-Score includes both Recall and Precision, which shown in (3) [18]–[20].

\[
F1 - Score = \frac{2 \times \text{Precision} \times \text{Recall}}{\text{Precision} + \text{Recall}} \quad (3)
\]

Another way of evaluating the performance of a model is Mean Average Prediction (mAP). In object detection tasks, average precision (AP) is the most commonly used metric [21]. To calculate the AP, the area under the Precision-Recall curve (AUC) can be used as a measure of model performance [21], [22]. However, Precision and Recall curves can be challenging to visualize on a graph due to their zigzag-shaped nature and fluctuating values. For this reason, the AP number is calculated as the average precision of all Recall values from 0 to 1, using the 11 Point Interpolation method. This method involves interpolating the closest Precision value at 11 Recall points, including \([0.0, 0.1, 0.2, 0.3, \ldots, 1.0]\) as shown in (4) [22].

\[
AP = \frac{1}{11} \sum_{r \in [0.0.1, \ldots, 1]} \rho_{\text{interp}}(r) \quad (4)
\]

With:

\[
\rho_{\text{interp}} = \max_{r' \geq r} \rho(r') \quad (5)
\]
If a model is designed to detect various classes of objects, the Average Precision (AP) for each class must be calculated. Subsequently, these AP values are averaged to produce a final performance metric known as the Mean Average Precision (mAP). To compute mAP at a certain IoU ($mAP@\alpha$), the formula presented in (6) may be employed [22]. Intersection over Union (IoU) quantifies the overlap between the predicted bounding box or segmented region and the ground truth bounding box or annotated region from a dataset.

$$mAP@\alpha = \frac{1}{n} \sum_{i=1}^{n} AP_i \text{ for } n \text{ class} \quad (6)$$

### D. MODEL INFERENCE AND TESTING

To test the YOLO V5 model’s real-time detection capabilities, the model was deployed on computing hardware. In this stage, end users provide inputs to the computing system, which then processes the data, feeds it into the machine learning model, and returns prediction output to the users. This stage is called model inference. The hardware used for the inference system is Jetson Nano Single Board Computer as shown in Figure 6. The Single Board Computer was chosen to evaluate the model’s performance when inferred on hardware with limited computing capabilities, so that it can be installed on a compact and practical device on the car. To capture videos and pictures, a Logitech C525 webcam camera was used. Additionally, a sound card and speaker were used to provide a warning sound to the driver. A 7-inch monitor was used to observe the detection results during the inference process.

![Figure 6. Hardware diagram for model inference testing](image)

The inference process starts by capturing a sequence of the real-time image of the driver’s eyes, and then the data is processed on the inference engine and fed to the model. The model then outputs the classification of new data, whether the driver detected drowsy or awake. The detection result is displayed on the screen along with the confidence score and bounding box. If the detection result is drowsy, a timer in the program is going to start counting until the counter count is more than 30 seconds to activate the warning system. Flowchart of state of driver’s eye detection, model inference process, and warning system is shown in Figure 7.

![Figure 7. Model inference and drowsiness detection flowchart](image)
IV. RESULTS AND DISCUSSION

The YOLO V5 model was trained with the MS COCO dataset, and then underwent a re-training process using a custom dataset. The custom dataset contained 139 training images, 40 validation images, and 20 test images. The model was trained over 100 epochs to classify "Bangun", "Mengantuk", and "Background" categories. The confusion matrix for the trained model is shown in Figure 8.

![Confusion Matrix](image)

Figure 8. Confusion matrix of trained YOLO V5

The model validation results show a TP (true positive) value of 0.998 for the "Bangun" class and a TP value of 0.996 for the "Mengantuk" class. The FN (false negative) value for both classes is 0. On the other hand, the FP (false positive) value is 0.002 for the "Bangun" class, which was predicted as "Mengantuk", and 0.004 for the "Mengantuk" class, which was predicted as "Awake". Based on these results, we can calculate the Precision model value using (1) and get 0.998 or 99.8% for the "Awake" class and 0.996 or 99.6% for the "Drowsy" class. The overall model Precision value, considering both classes, is 0.997 or 99.7%. Regarding the Recall model results, based on (2), we obtained a value of 1 or 100% for both classes and overall. You can see the overall model evaluation metric results in Figure 9.

<table>
<thead>
<tr>
<th>Class</th>
<th>Images</th>
<th>Instances</th>
<th>P</th>
<th>R</th>
</tr>
</thead>
<tbody>
<tr>
<td>all</td>
<td>40</td>
<td>40</td>
<td>0.997</td>
<td>1</td>
</tr>
<tr>
<td>Bangun</td>
<td>40</td>
<td>26</td>
<td>0.998</td>
<td>1</td>
</tr>
<tr>
<td>Mengantuk</td>
<td>40</td>
<td>14</td>
<td>0.995</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 9. The overall value of the model evaluation metrics

The F1-Score value of the model is derived from the Precision and Recall values using (3). The calculations show that the F1-Score value is 0.998 or 99.8%, indicating that the model has a high accuracy level. The graph in Figure 10 displays the model's performance, which is consistent with the high F1-Score value. Meanwhile, the results of mAP 0.5, shown in Figure 11, also demonstrate the model's high accuracy, with a value of 0.995 or 99.5%. The characteristics of the model performance, as depicted in the graph in Figure 10, suggest that the model is neither overfitting nor underfitting. Overall, the model appears to be performing well and delivering accurate results.
Inference testing demonstrates that the model can distinguish between "Mengantuk" and "Bangun" states. Figure 12 shows the detection results from the trained model's inference procedure.
V. CONCLUSION

The YOLO V5 model can accurately determine the state of the driver's eyes with a Precision value of 99.7%, Recall 100%, F1-Score 99.8%, and mAP 0.5 99.5%, according to the research's findings and discussion. Performance graphs and inference testing demonstrate that the model is capable of inference on devices with limited computational power and does not exhibit overfitting or underfitting. The model performance value is influenced by variations in the dataset and the quantity of the dataset. The author suggests that in order to get a model with good performance and prevent overfitting and underfitting, the dataset should have variations in angles, brightness levels, and photo backgrounds. It should also increase the training dataset and distinguish it from the validation data.
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